A new system to detect distraction and drowsiness using time of flight technology for intelligent vehicles
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Abstract

Nowadays, most countries in the world suffer several traffic issues which generate public health problems such as deaths and injuries of drivers and pedestrians. In order to reduce these fatalities, a system for automatic detection of both distraction and drowsiness is presented in this research. Artificial intelligence, computer vision and time of flight (TOF) technologies are used to compute both distraction and drowsiness indexes, in real time. Several experiments have been developed in real conditions during the day, inside a real vehicle and in laboratory conditions, to prove the efficiency of the system.
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Introduction

At the present time, vehicle security research is focused on driver analysis [2, 10, 11], for this reason, the main objective is to build an intelligent system able to alert the driver about a possible road accident; this technology will increase vehicle safety, anticipating dangerous situations that may arise due to human error while driving. In particular, distraction and drowsiness are studied in depth during this research.

Distraction and drowsiness appears in situations of stress and fatigue in an unexpected and inopportune way, and they may be produced by sleep disorders, certain type of medications, lack of concentration, situations of boredom, such as, driving for long periods of time. Keeping this in mind, the sensation of sleepiness and the distraction reduce the level of vigilance, and increases risk situations, where a road accident may occur.

Driver’s distraction has caused about of 20% of all traffic accidents [2], i.e., it has generated over 3000 deaths in the United States in 2011. On the other hand, drowsiness causes between 10% and 20% of traffic accidents resulting in both fatal accidents and injured drivers [3], whereas, for truck and lorry drivers, 57% of fatal accidents are a result of drowsiness [1, 4].

This problem is more relevant, for example, in the CAN (Comunidad Andina de Naciones) 314000 traffic accidents were reported in 2010 [9]. In Chile, during the same year there were over 57000 traffic accidents, causing more than 1500 deaths and associated costs are around 355 million dollars. In Ecuador, road accidents became
more important in 2007; this republic was ranked the fourth country in the world to suffer this setback, with associated annual costs amounting to 200 million dollars [7, 8]. In 2012, the National Traffic Agency determined that the human factor causes 89% of the traffic accidents in Ecuador [17].

In South America, death statistics for every hundred thousand inhabitants are: Venezuela 37.2, Ecuador 28, Brazil 22.5, Uruguay 21.5, Paraguay 21.4, Bolivia 19.2, Peru 15.9, Colombia 15.6, Argentina 12.6 and Chile 12.3 [13].

People in a state of distraction and/or drowsiness produce several visual features that can be observed on the human face and head [18], such as: yawning frequency, eye-blinking frequency, eye-gaze movement, facial expressions and head movement. By taking advantage of these visual characteristics, Computer Vision and TOF are the most feasible and appropriate technologies available which can deal with these problems [6].

This article is organized in the following way: The state of the art is presented in Section 2. Section 3 explains the proposed method to detect distraction and drowsiness. Result of several experiments can be found in Section 4. Finally, in Section 5, conclusions and future work are presented.

State of the Art

Several research projects have been developed to analyze the state of the driver during the day and the night. In this research only the first case was studied.

For diurnal lighting conditions, Yekshhatyan and Lee [14] have presented a system which combines both eye glance and vehicle data to detect driver distraction. The auto- and cross-correlations of horizontal eye position and steering wheel angle show that eye movements associated with road scanning produce a low eye-steering correlation which is sensitive to distraction. Gallahan et al. [16] have used the Microsoft Kinect hardware for developing a system to detect driver distraction. This system is able to recognize the reach for a moving object, talking on a cell phone, personal hygiene, and looking at an external object.

For nocturnal lighting conditions, Flores et al. [15] have presented an automatic device for both distraction and drowsiness detection using a monocular camera which locates the eyes using the bright pupil effect produced by the infrared illumination. This system computes the PERCLOS (percentage of eye closure over time) index to drowsiness and a distraction index using the face orientation. Ji et al. [4] have presented a drowsiness detection system based on NIR illumination and stereo vision. This system locates the position of the eye using image differences based on the bright pupil effect. Next, it computes the blind eyelid frequency and eye gaze to build two drowsiness indexes: PERCLOS [5] and AECS (average eye closure speed). Bergasa et al. [1] also have developed a non-intrusive system using infrared light illumination, this system computes the driver’s vigilance level using a finite state machine (FSM) with six different eye states that computes several indexes,
among them, PERCLOS; this system is also capable of detecting inattention considering a facial posture analysis. Systems using NIR illumination work well under stable lighting conditions [1].

System Design For Distraction and Drowsiness Detection

This paper presents a system which detects both visual distraction and drowsiness of the driver by analyzing TOF images taken under daylight illumination, in real driving conditions, over Ecuadorian roads.

Systems overview

This research has been developed in two scenarios: i) laboratory conditions and ii) real driving conditions. In the first case, a simulator was built where the hardware and the software are installed. Fig. 1 shows this simulator.

The hardware is composed by a core-i7 PC, the Kinect sensor from Microsoft [12], a steering wheel and a screen. The software is the program developed in this research plus the drivers of Kinect sensor, and several videos of Ecuadorian roads.

In the second case, the Kinect sensor has been mounted over the dashboard of a D-Max Chevrolet pickup, and the software has been installed in a core-i7 laptop. Fig. 2 depicts this system.

In both cases, the software schema is presented in Fig. 3.

TOF technology and Perception system

Time-of-Flight imaging refers to the process of measuring the depth of a scene by quantifying the changes that an emitted light signal encounters when it bounces back from objects in the scene. A 3D scanner determines the distance of the scene by timing the returning of a pulse of light. A laser diode emits a pulse of light in a lapse of time that is measured from this point to the moment when the light is reflected and captured by a detector. Because the speed of light \(c\) is constant, the measured lapse of time will determine the distance between the scanner and surface. If \(T\) is the total travel time then the distance can be calculated by:

\[
d = \frac{cT}{2}
\]  

Clearly, the efficiency of a laser scanner of Time-of-Flight 3D depends on the accuracy with which time can be measured. 3.3 picoseconds (approx.) is the required time for light to travel 1 millimeter. The distance measurement device only recognizes the distance between specific points and its location. For a complete process, the scanner will change its angular position after each measurement by moving the device or either by deflecting the measuring light through an optical system. This last method is commonly used because the small components of these kind of systems can be easily moved and reach better accuracy.

A typical laser-of-time-of-flight scanner can measure the distances between 10000 or 100000 points per second. With measurements using TOF technology we get among others, the next benefits: no requirement of a specific camera and, no requirement of manual calculus to determine depth. Fig. 4 (b) presents an example of a TOF image using the Kinect sensor [12, 19, 20].

Distraction index

The Kinect sensor uses the TOF technology to generate images in three dimensions, i.e. its depth sensor has
the unique ability to see in 3D. The Kinect sensor transmits distance values; instead of a typical camera which transmits information of color pixels.

Also, Kinetic sensor contains the CANDIDE model which is a face representation. CANDIDE is a parameterized face mask specifically developed for models based on coding human faces in 3-N vector. Its little number of polygons (around 100) allows fast reconstruction with small computer power. Fig. 5 depicts this parametric model and the coordinate system. The coordinate system has its origin in the optical center of the camera from which the 3D tracking is possible. This model is controlled by global and local action units (GAU and LAU). The GAUs correspond to rotations around three axes. The LAUs control the face movements which can be used to determine different facial expressions.

The model is represented through

$$g(\sigma, \alpha) = \bar{g} + S\sigma + A\alpha$$

(2)

where the vector $g$ contains the new coordinates $(x, y, z)$, $S$ and $A$ are the shape and animations units, and $\sigma$ and $\alpha$ are the shape and animation parameters.

Adding the rotation, translation and scale to capture the global motion, the model is:

$$g = Rs(\bar{g} + S\sigma + A\alpha) + T$$

(3)

where $R = (r_x, r_y, r_z)$ and $T = (t_x, t_y, t_z)$ are the rotation and translation vectors, and $s$ is the scale parameter.

Thus, the geometry of the model is parameterized by

$$p = (\nu, \sigma, \alpha) = (r_x, r_y, r_z, s, t_x, t_y, t_z, \sigma, \alpha)$$

(4)

where $\nu$ is the vector of global motion parameters.

However, the positions of the mouth and the eyes generated by the CANDIDE model are very unrealistic. To correct these drawbacks, this system adds new vertices that improve the distraction index significantly. Fig. 6 presents these vertices along the vertical axes of the face. To keep the information of the coordinate system on the same scale, a calibration process is performed prior to the operation of the system.

Using this information, the system computes a distraction index, based on the pitch, scroll and roll orientations (see Fig 7).

**Drowsiness index**

The first symptom of sleepiness is yawning [21]; this was taken as an activation event for the alarm in the algorithm.

When the system detects a driver yawning, it considers that the unit involved in the action of the mouth opening and the time that it was opened.

If the magnitude of the mouth opening is greater than or equal to the average magnitude of yawn the alarm can be activated. The second condition would be the time that the user remains with their mouths open. If this is longer than three seconds, it would be considered yawn, leading to drowsiness alarm activation.
Position | Time (sec.) | Alarm 1       | Alarm 2       |
----------|-------------|---------------|---------------|
Pitch     | 2           | Origen +15Y   | Origen -15Y   |
Scroll    | 2           | Origen +50Z   | Origen -50Z   |
Roll      | 2           | Origen +18X   | Origen -18X   |
Drowsiness| 3           | > 0.3         |               |

Table 1: System parameters for alarm issues.

Experimental results

The experiments have been developed in two scenarios, such as mentioned above. In both cases, the system processes 12 images per second, which is near real time. If the system detects symptoms of distraction or drowsiness then a sound alarm is activated. Table 1 presents the parameters of the system, which were obtained experimentally. Fig. 8 presents an example (roll and yawning) of this system over a vehicle in real driving conditions around the university.

As a final point, Fig. 9 shows an extended example of the three driver’s states; this experiment has been developed in our simulator, in laboratory conditions.

Conclusions

Computer vision, Artificial Intelligence and TOF are the technologies that had been used to build a non-intrusive device. This device estimates the driver distraction by analyzing the face orientation (roll, pitch and scroll). Also, it computes an index, for drowsiness, by analyzing the mouth state.

Additionally, this research had developed a system to improve driving safety which does not require any subject-specific calibration and is robust to fast movements and wide head rotations. Finally, it works in real time during the day under real driving conditions.

Acknowledgment

This work was supported partially by the Universidad de las Fuerzas Armadas-ESPE through the Research Project 2012-PIT-003.

References


